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Zero-crossings and Spatiotemporal Interpolation in Vision:

aliasing and electrical coupling between sensors

T. Poggio, I.K. Nishihara & K.R.K. Nielsen

Abstract: We will briefly outline a computational theory of the first stages of human vision according
to which (a) the retinal image is filtered by a set of centre-surround receptive fields (of about 5
ditfcrcnt spatial sizes) which arc approximatcly bandpass in spatial frequency and (b) zcro-crossings
are detected independently in the output of each of these channels. Zero-crossings in each channel
are then a set of discrete symbols which may be used for later processing such as contour extraction
and stereopsis. A formulation ofl ogan.s zero-crossing results is proved for the case of Fourier poly-
nomials and an extension of ILogan's theorein to 2-dinensional functions is also proved. Within this
framcwork, we shall describe an experimental and iheoretical approach (developed by one of us with
M. Fahle) to the problem of visual acuity and hyperacui(y ot human ision. The positional accuracy
achieved, for instance, in reading a vernier is astonishingly high. corresponding to a fraction of the
spacing between adjacent photoreceptors in the fovea. Stroboscopic presentation of a moving object
can be interpolated by our visual system into the perception of continuous motion: and this "spatio-
temporal" interpolation also can be very accurate. It is suggested that the known spatiotemporal
properties of the channels envisaged by the theory of visual processing outlined above implement an
interpolation scheme which can explain human vernier acuity for moving targets.

We consider, in particular, the problem of avoiding aliasing in the perifoveal visual field. It is
conjectured that gap junctions (or another form of coupling) between rods and cones are needed to
avoid afiasing outside the fovea. Possible implications for machine vision and imaging devices are
briefly discussed.
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In the last seven years a new computational approach has led to promising advances in the under-

standing of visual perception. This approach, which may be relevant not only for tie information

sciences but also for the neurosciences, is mainly due to the late D. Marr and his colleagues. In this

article we will briefly describe this computational theory for the very first stages of vision, since it

provides an useful framework for approaching the problem of spatiotemporal acuity in human vision,

which is the main topic of the paper.'

1.1 A Computational Approach

ibe central tenet of this approach is that vision is primarily a complex information processing task,

with the goal of capturing and representing the various aspects of the world that are of use to us. It is a

feature of such tasks, arising from the fact that the information processed in a machine is only loosely

constrained by the physical properties of the machine, that they must be understood at different,

though interrelated, levels. This framework, formulated by Marr & Poggio (1976), was not new: H.

Simon and especially IL. Harmon emphasized a similar point of view in a more general context.

In a process like vision it is useful to distinguish three levels over which one's descriptions and

explanations of the process must range: a) computational theory, b) algorithm, c) implementation.

These arc not hard and fast divisions. The important point is that no explanation or set of explana-

tions is complete unless it covers this range. To avoid possible misunderstandings, we wish to stress

that this computational approach is not a substitute for the "traditional" methods and techniques

of the neurosciences to which it is in fact complementary. It is probably fair to say that most

physiologists and students of psychophysics have often approached a specific problem in visual per-

ception with their personal "computational" prejudices about the goal of the system and why it does

what it does. With few exceptions this heuristic attitude, although useful, remained at the level of

prejudices: computational analysis was not a science, nor was it appreciated in the neurosciences that

one was needed.
'Some of the material for this paper has been drawn fromn Poggio (1991) and Fahie and Poggio (1991).
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This state of affairs is hardly surprising. The difficulties of the vision process are often not ap-

preciatcd even now. Until the early 70's the field of computer science and artificial intelligence failed

to rcalise that problems in vision are difficult. The reason, of course, is that %e arc extremely good at

it. but in a way which cannot be subjected to careful introspection. l'oday we know that the problems

are profound. "Ad hoc" methods and tricks have consistently failed. Marr realizcd what the message

was. A science of visual information processing was needed to analyze a given information processing

task and its basis in the physical world. Marr's work, from the breadth of the approach to its rigorous

detail in the analysis of specific problems, provides a methodological lesson for this new field.

1.2 The Detection of Intensity Changes

In this section we will outline one of the very first stages in the processing of visual information, the

computation of zero-crossings. The basic ideas, outlined by Marr in a paper (1976), have evolved

into a schemc (Marr & Poggio, 1977) based on bandpass filtering of the image through difference

of gaussians and detection of the associated zero-crossings. Marr and Hildreth (1980) have provided

a number of attractive arguments for justifying this scheme from a computational point of view.

although a complete formal theory is still lacking. We will outline here their main points.

'hc goal of the first step of vision is to detect changes in the reflectance of the physical surfaces

around the viewer or in the surface orientation and distance. On various computational grounds,

sharp changes in the image intensity turn out to be the best indicator of most physical changes in the

surface. In natural images, intensity changes can and do occur over a wide range of spatial scales. It

follows that their optimal detection requires the use of operators (that is filters) of different sizes. A

sudden intensity change like an edge gives rise to a maximum or a minimum in the first derivative

of image intensites or equivalently to a zero-crossing in the second derivative. Marr and Hildreth

(1980) argue that the desired filter should take the second derivative of the image at a particular scale.

A convenient choice for the derivative in two dimensions is the Laplacian V2  A 9 + _, and

iil
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Figure 1. A cross-section of the circularly symmetric centre-surround receptive field
72G.

the appropriate scale can bc set by filtering the image with a 2-1) Gaussian filter G, which optimally

satisfies specific constraints on the real world, particularly the fact that intensity changes arising from

physical objects are spatially localized at their own scale. Since the operations of taking the derivative

and blurring an image arc linear, the overall transformation is equivalent to convolving the image

with the Laplacian of a gaussian distribution, that is with V2 G. As shown by fig.1, this corresponds to

a centre-surround type of receptive field. Such a filter closely resembles the usual descriptions of the

ganglion cell receptive field and of the psychophysical channels in human vision as the difference of

two gaussians, an excitatory and an inhibitory one. Spatial filters with the centre-surround organiza-

tion shown in fig. 1. are of course bandpass in spatial frequency, although their bandwidth is not very

narrow.

In summary, the process of finding intensity changes at a given scale consists of filtering the image

with a centre-surround type of receptive field, with a size reflecting the scale at which the changes

have to be detected, and then locating the zero-crossings in the filtered image (see fig.2).

To detect changes at all scales, it is necessary only to add other channels, of different dimension,
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Figure 2. T'he imagec (a) has t ccn convolved with a cent rc surrou nd reccnlivc field with the %hapc illustrated in Fig.
1. Mb shows the convolved image: positive values are shown white and ncgatisc h c. tkhit (black) salucs would Lhen
reprct~cnt the activity of the corresponitdng ori-(off-) centre ganglion cells "looking at thc iniage (c) the /cro-crossings
profle contains nich informatinn aboiut the filtered imtage (b) as explained in the text. Similar independenit filters of
smaller and larger sizes arc needed to capture the whole information contained in (a). Vrom Marr and llildreth (1980).

and carry out the same computation for each channel independently.

Zero-crossings in cach channel thus form a set of discrete symbols which arc used for latcr process-

ing such as stercopsis (Marr & Poggio, 1977). Marr and Hildreth, in particular, addresscd the problem

of how to combine zero-crossings from different channels into primitive edge elements taking ad-

vantage of physical constraints obeyed by the visual world. These and other symbolic descriptors

then represent what Marr called the "raw primal sketch". Instead of describing these parts of the
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theory, we shall discuss in more detail the zero-crossing detection process and the corresponding

physiological and psvchophysical evidence. Zero-crossings in the output of centre-surround channels

represent a natural way of obtaining a discrete. symbolic representation of the image from tie original

'continuous" intensity values. Some recent deep rcsults in complex analysis by B.Logam (1977) scem

to support this scheme in a way which we found intriguing and fascinating from when we came across

his remarkable paper. His main theorem ( see Appendix la) states that a bandpass one dimensional

signal with a bandwidth of less than 1 octave can be reconstructed completely up to a constant multi-

plication factor from its zero-crossings alone (if some relatively weak conditions are satisfied). From

the point of view of visual information processing there is clearly no need to reconstruct the original

signal. But the theorem suggests that the "discrete" symbols provided by zero-crossings are very rich

in information about the original image. Unfortunately, more definite claims are as vet impossible,

since an extension of the theorem to images (Appendix 1a and especiall. b: see al;o Marr et al.,

1979) does not characterize completely the two-dimensional problem. In addition. centre-surround

receptive fields are not ideal bandpass filters, as required by Logan's version of the theorm (see

Appendices ]a, lb). Clearly zero-crossings alone do not contain all the information (such as absolute

intensity values), but as one of us has found in an empirical investigation, natural images filtered with

V2 G operators can be reconstructed to a good approximation from their zero-crossings and slopes.

A successful extension of the Logan type of analysis to two-dimensional patterns may therefore repre-

sent one of the critical steps for perfecting this computational analysis of low level vision into a solid

theory.

1.3 The Line Detectors/Fourier Analysis Controversy: A New Synthesis?

'he previous ideas based on Logan's type of results not only lead to a satisfactory scheme for

the analysis of intensity changes in an image; they also have fascinating inplications for visual

psychophysics and physiology, since they seem to account for basic properties of the first part of the
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visual pathway. In particular these ideas explain why the image is filtered carly on b approximately

bandpass centre-surround receptive fields: they make more precise the notior of "edge-detectors"

for extracting a symbolic description which contains full in fOr1,01n abOu the inlge: and they state

that this can be achie,,ed only if the image was pre iousl) filtered A ith sc er,d independent bandpass

channels - i.e. centre-surround receptive fields. As an immediate consequence these ideas also

provide a solution of the long-standing controversy about CdgC-dctectors \0ersus frequcnc, channels

in the psychophysics and physiology of primate \ision. 'llie first stage of \ ision would indeed be per-

formed to a good extent by "edge" detectors - actudlly zero-crossing letectors - and certainly not

by Fourier analyzers; but in order for the zero-crossing detectors to extract mea.ningful information

it is necessary that they operate on the output of independent channels, routghly bandpass in spatial

frequency.

ManN results from the psychophysics and physiology of early vision can be easily interpreted in this

new framework. It is, for instance, not too unreasonable to propose that the V 2G filtering stage is

perfi rmed by ganglion cells of the retina and I GN, whereas a subclass of simple cells may represent

oriented zero-crossing segments. In this context it is not important how this is implemented in detail:

one of the several possibilities is that simple cells may read the zero-crossings profile from the fine

grid of small cells in layer 4C of the striate cortex, where a reconstruction of the filtered image, at

different scales, may be performed (via intracortical inhibition) with the goal of providing a very

accu rate position of the zero-crossings (see later).

Several gaps have still to be filled in the computational theor of zero-crossings. For instance,

since zero-crossings do not represent the complete information about the image, it is important to

characterize the other primitives that are needed. At the other levels of explanation experimental

evidence in favour or against zero-crossings is of course highly desirable. Since the summer day in

Tubingen where D. Marr with one of us first formulated the idea of zero-crossings in the output of

independent, roughly bandpass filters, we cannot help fccling that its experimental validation - or

falsification - is of critical importance for further developments of our approach to low-level vision.
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2. Visual inlonnation processing: vihv spat iotcuipora I interpolation?

An isual processor with human-level performnance must be capable of anal /ing tfine- arying fil-

ager%. [he analysis starts %kith the spatio-temporal interpolation of the ra%\ \ isual input. Mhe spatial

resolution of the photosensiti,.e image a~.ailable for processing is limited b\. thle ,anipiing density

of the photosensitie e lements in the sensor and bv noise, Image motioni introduces fihe addininal

prohlem ofitemporal resolution. Ilie limiting laictors are Lhc frame rate and the integration till) deter-

mnined bs the sensjumity of the photosensitive elements. 'Ibis is of little conscqucence for a stationary,

scene, but for mio\ ing targets it poses the problem oif motionl smear.

The prc'ldem of high spatioternporal resolution can be partially (flercome h) using better senlsors

with larger arrays and higher frame rate. There are, howec er. tech nological and physical) hunits to

thle spatroiernporal resolution that can be achie~ ed in this manner, since increasig the spaital avid

iemlpioral saimpling rate reduces thle number of photons per sensor element pci c~oc dC.(owiidcr that

since thle number r of photons is Poisson distributed. a M v'[e numbei of diincuislhble le2\els

wAls estimated by Barlow (1981) to he roughly n = 2\/i Thus 8 bits of resolution Ozm = 25) requires

about 2"' 10' photons. Note that the light intensity of a bright surface is I0 1cd1/w 2 and this

means 10 1 photons per 50 mscc per sensor, assuming a sensor efficiency similar to the human cones!

Fortunately. the performance of a given sensor can be impro~ed by appropriate spatioternporal

interpolation schemes. As we have seen. using such processes the human visual syStemn achieves an

extremeicl high spatiotcmpo-.al resolution compared to the sampling density of the photoreceptors and

their intwgraition time.

In surimar) then, temporal acuity, spatial acuity and motion smear are different facets of the same

general problem posed to a visual processor by time var~ing imagery. We turn nowr to exainle hlow

the human visual processor deals with it.

2.1 ViSUal Jcuity in human Vision
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Since the first measurements of vernier acuity in 1892 h\ Wtielfing in Iubingen, the extraordinary

accuracy with which the human eye can estimae the relative position,, of lines or other features in

the 'isual field has represented a long-standing pnuiic in kision research. Acuit. of this type, also

called hyperacuity, can be measured in a \ariet. of situations. A t. pical eAmple is the acuity found

in reading a Nernier (see inset of fig. 8a). This can be as fine as., 5" of .uc ,Wcstheimcr ind McKee

1975), that is 0.021m at I metre distance. The x,tonishing precision of (his pcrfi'rmance Can bc seen

when the optical properties of the human eye irc considered. In the fomca the hexagonal grid of concs

samples the sisual image with a sampling interial of no less than 25". well matched to the optical

point spread function of the ee (its gaussian core has a half width of about 45", corresponding to a

spatial frequency of 60 cyclc,/degree).

M'ost rctmarkabl of all, vernier acuitY is not aflfected b,% mmemenit at constant selocity of the

target in a velocity range from W/sec to at least ,1/&'c (\WesthCeiir & MlKec. 1975). l'his means

that a subject can detect the relative position of two lines to w ithin a fraction of a receptor diameter

(and spacing) while the whole pattern is moving across 70 receptors in 150 rnsec. RLcently, evidence

has been accumulating %hich suggests that the \isual system is able to perform a %ery precise tem-

poral interpolation as well. by reconstructing the spatial pattern of activity at moments intermediate

between discrete temporal presentations (Barlow. 1979). The most twiling demonstration, apart from

cinematography, was introduced by I). Burr (1979a, see also Morgan, 1980) and is shown in the top

inset of fig. 8c. Vernier line segments are displayed stroboscopically at a series of stations to portray

a moving vernier, an illusory displacement occurs if the line segments are accurately aligned in space

but are displayed with a few milliseconds delay in one sequence relative to the other. Not only do the

segments appear to move smoothly from one station to the next but also, between the strobes, they

are seen to occupy positions between those where they are actually exposed. [he accuracy of detecting

the equivalent displacement is again in the vernier acuity range. provided that the target moves at

constant speed and elicits a clear sensation of motion. One is forced to conclude that not only spatial

but also temporal interpolation is performed in the visual system to preserve acuity (and resolution)
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tort object,, ini motion (see W~rOO%, 1979).

It is clear that the atainmnta (if Such spatiotempoiai acciiric) doe,, no~t br!eak im ph 'S.iLil h- (,CC

Westheimici .1976). As pointed ouit hy Barloi ( 1979) and b) CrICk Ct Al. (N980), theC cl.1sSIL,1 l~iing

theorem alltt~s at correct reconstruction of the NISUdl inIput frOm a set (it' dJie ~m>In space

an~d timne since the lAIN signal is handliutiicd in temporal and spatial frequcntic. ! Ow jtIrIj)~

kinetics and the eyc's Optics respecttxelx 11) p7artICUlar. Crtick et al. ha\1 c sugCesh ILIaht

flarlo") d ta[ the fine grid Of granuLle cells in layer I Xc of the striate cortex pr-trnt\m j) inicrpAdition

on thc otpt of the IOGN fibres. %k ith the gold (if epresenting the position of /io c rot. i iias (the

boundaries between actix ux in an ON and OFF ganglion cell laxer) x ibh ai xery hiph accur.! A (See

also \ljarr and Ilildreth. 1980 and Mvarr et al., 1979).

Although spatiotemporal interpok.tion can be %kell Understood ini icri'> of in)fomt'i n lheo)ix.

the 51Astonish ing pert o n a uce of the visual s.\sie i se is to req uire an a1Q011111 11, th ia c epndilg

mechanisms of great ingenuity and precision. As x c hinted earlier. an understaridimuc of isual1 inter-

polation may also he quite interesting Fro i ptirel in formation procc~sinp poin t \w H c igih

resolution, smear-free real timie imagery could henefit significanthx f10o1 this sLIud\ ol humian ision.

Here Axe investigate somne properties of this spatioteniporal interpolaition. Iti particular. i e exarin its

performanec for at ratige of -sampling intervals" in space and time.

2.2 Methods;

I hec ernier target used in thcse experiments consisted of a thin vertical bar made up of twvo segmennts.

Ihic stimutli xxere generated on at Tektronix 604 display uinder the control of analog electronics . I-ach

bar was intensified lIar 0.1 msec at At msec intervals at n sticcessive stations horu~ontalN displaced by

a separation Ax. ich of the two segments making tip the bar was 24' high and 1.5' ui ide intensified

to i luminance of' about 50 times detection threshold on it background oif l~cd/in '. I )u ing an

experiment.il run, a target was presented every 3 seconds. Birief displays of "m It =- 1501msec.
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Sylnbol 0 L * 0
AX V " 2.5' 7.5' 15' 30'

0  (b) 0

- - 0 0 X

veloeitylceg/s)

Figure 3. \rnicr rc .olutuon thrcshold of spatial ffset lo ditlcnt separau n Ar hct cr.n thc stations x; a function of vclocity.
I it; la sl so the data from ,ub)ct AK. fig 3b lon ,uhjcct IV Ic sland.ilrd d& i:eiti of the data is ah ut 2 51 f the threshold
.ilu .fior -a and N rtfor fig lb In fil , 3a the point for .r I' and t, lhf/(F Im was n casured m a, ,kni the beginning and
thc i ding o the i raijeclo. the same procedure did not changie the threshold (or the point at v - 2.( /ser Of the two points
at i - 2.5' an -d = 25 0

/.r in fg. 3a. the worse %alue has been itieasured under the "masking" condition wa whereas the
better one was nieasurcd in (he tandard wa) In hl 3h also the point at z = 2.5' and t- 25 /s,- was measured with zero
offset at the first aid last station from Fahle and Pog~o. 1981)

with randomized direction of motion (terminating at the central fixation point)wcrc used to prevent

effective pursuit eye movements (Westheimer, 1954). The experiments measured

a) the acuity for detection of real vernier offsets of the two segments by 6z seconds of arc

b) the acuity for detection of apparent vernier offsets produced by delaying the presentation of the

lower or upper segment. displayed at the same sequence of stations, by 6t msec

c) the acuity for detection of mixed vernier offsets produced by a real spatial offset 6z together with

a temporal delay U1 of opposite sin.

In a forced choice task the subject was required to signal whether the bottom segment was dis-

placed to the right or to the left of the top segment by setting a binary switch. Acuity was determined

by the standard criterion of 75% correct identification. In all experiments reported here T is constant

(T = 150 msec) and. as a consequence, the number of stations n is variable (n = 2 to 95). More details

about the methods are given in Fahle and Poggio (1981).
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Bymrbol x 0 A ]
Ax 1' 2.5' 7.5' 15' 30'

f*) I1b)
00"

-,

O 1 10 0 0. Q 1 0 0 0

velo:ity1deg/s)

Figure 4. Vernier icsolution Lhrcshnlds of icmporRl olset for different sepacations Ihween the stations as a function of ,cKit%,
el 4a h , !. the data from subject AK. fig 4b from subject IV. Mbe standard dei ation is about ?0%of lhe thrc.hold salu., kir

subject AK and 18%for subject IV (trom Fahle and i'oggo. 19R1).

2.3 The Spatial Type of Acuity: Dependence on Velocity (v) and Separation (Ax)

The rcsults for spatial offsets (with simultaneous presentation of de two segments at each station) are

shown in figs. 3a.b. The main result is that spatial aciity is relatively independent of the separation

between the stations and of the \elocity of the target up to rather large velocitics. These data confirm

and extend Wcstheimcr's and McKee's results (1975). which showed that vernier acuity is unaffected

by rate of movement from 0'/1ec up to 401,tec. Our results imply that this type of vernier acuity is

relatively independent of At. the strobe interval.

2.4 The Tenporal Type of Acuity: Dependence on v and Ax

Figs. 4a,b shows the results for temporal offsets. The accuracy of detecting the equivalent displace-

ment is in the classical vernier acuity range (compare Burr, 1979a.b): the best value for observer AK

was 8" for spatial and 5" for temporal offset at comparable separations and velocities. Our main new

result is that although acuity does not break down for large separations between the stations, at least
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1ihc data ale from thrce ..'jct (parth from fig 4a and 4ti) 0 AK: 0 IV: X IiW. In fig, 5b the velocity
for which optimal weriicr resolution is found is plottd against the separation %r Same data as in fig. Sa
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up to halfa degree, it deteriorates significantly almost in proportion to Ar(see fig. 5).

Vernier acuity of this temporal type is bad at low and high speed. As already clearly demonstrated

by Burr (1979a&b) apparent motion is necessary for tcmporal offsets to be seen as spatial offsets. In

our experiments, deterioration of acuity at low velocities could be due to the speed per se as well as to

the lower number of stations (because our total presentation time is constrained to T = 150 msec the

stimulus consisted, at the lowest velocities, of two stations). In any case, deterioration of acuity at low

velocities can be linked with a decreased sensation of motion.

A second important result is that the range of velocities for which temporal interpolation is good

shifts upwards for larger separations between the stations. 'Ihe fact that at higher separations higher

velocities are required for good resolution suggests that a more revealing parameter is the time inter-

val At between the strobes. In fact. at any separation Az, temporal interpolation is optimal for a

temporal interval At between 20 msec and 50 msec.
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2.5 The Effect of Blur on Spatial and Temporal Acuity

Standard vernier acuity is known to be affected, as one would expect, by attenuation of die high

spatial frequencies of the vcrnier pattern (se for instance Stigmar, 1971). Is temporal interpolation

also degraded in the same way?

We hae perfonned some experiments to answer this question by placing a ground giass screen at

1 cm in front of the display. When a sharp line is viewed through such a ground glass screen the

resulting light distribution has an approximately Gaussian line spread function with a width at half-

height of at least 15', corresponding to a cutoff frequency of around 3-4 cycle /deg. Our data show

that in the experimental situation of fig. 4. blur of the pattern improves acuity at large separations and

velocities. Fig. 6 compares directly for the same observer and for the same separation the effect of

blur on spatial and temporal interpolation. Westheimer's type of acuity is degraded by blur, whereas

Burr's type of acuity improves dramatically with blur (at high velocities). Out of five observers only in

one case did blur of the pattern cause a reduction in temporal vernier acuity at high separations and

velocities.

These data again show that temporal hyperacuity has different characteristics from spatial hyper-

acuity.

2.6. Spatial vs. Temporal Offset

'Te apparent offset 6zi produced by temporal delay R should follow the ideal relationship & -

V6t. As shown by our data the sign of the offset is indeed correctly detected. )oes its size also satisfy

this relation? How faithful, in other words, is temporal interpolation? To answer this question we

measured the temporal delay bt needed to compensate for a given real spatial offset 6z for different

conditions.

Fig. 7 shows that for a separation Ax = 2.5' and a velocity v = 1.l°/sec the apparent offset

6z' =- v6t matches rather closely the real spatial offset 6x. Under these conditions spatioltrmporal
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]lie standard deiatlion is about (i;of the thieshold Nalucs IFrom Fahle and Poggia

(1981).

interpolation is indeed rather precise (conpa,. Hurr and Ross. 1979). It is not so for higher vclocitics

and/or larger separations (fig. 5). The tcmpoid olbelkt necded to compensate for a real spatial offset is

then much larger.

3.1. Spatiotemporal Interpolacion: Hoit is it )one?

The previous results constrain de problem of hyperacutnty tightly enough to justify a theoretical

analysis of how spatiotemporal interpolation nv be don-,, in the visual system. The precise meaning

of interpolation in tcrms of our visual stimuli is ,i \.11 defined question, and this is the main point to

discuss.

3.1.1. A Siniple Illustration

Fig. 8 illustrates a very simple schente for i itc rw4 ,pat titcmporal interpolation of a visual pattern.
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Figure 7. Temporal (bt.) vs. spatial (hr) offset in tie compensation experimcnL T]he
ordinate shows the temporal offset (in equivalent spatial units 6( r' - t61 needed to
conipcnsate the spatial offiet shown in the abscisa. is for a wparation bctween the
station %x 2.5' and a velocity v = 1. 1/sc(AI 37rmc).Vis S Air =- 2,5'
and t, -5.2W/ sa(A - 7.9mmc). 0 is for Ar = 7.5' and r i .1.1 l0 /, c(A =

30iisct larger separations yield an even greater mismatch- The continuous diagonal
indicates the loci of perfect compensation Suhjcci lV. From Fahle and llogio (1981)

Ibe elements of this scheme could be interpreted as cells with associated receptive fields and t(mporal

impulse responses. Alternatively, Fig. 8 represents a computational scheme for spatiotcmporli inter-

polatin. Visual input is sampled in space by an array of cells with a sampling density high enough to

preserve the whole of the spatial information (in accordance with the sampling theorem). The input

is then reconstituted in more detail on a finer grid of cells by convolving the sampled values with the

function sinc z. In effect each cell of the interpolation layer weights its inputs according to a centre

surround receptive field. A variety of filters (i.e. "receptive fields") are capable of performing a correct

interpolation, especially in two spatial dimensions (see Crick et al. 1980).

If the input intensity distribution is presented at discrete instants in time. tempora! inteq)olation

can be achieved by suitable temporal low pass properties of each individual pathway. If the temporal

interval belwreen presentations is small enough the effect of the filter is to reconstruct the original

continuous temporal input. Spatial interpolation can then operate at each instant of time (this scheme

_ _ _ __ _ _J
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Figure S. (a) A siniplc scheme ir ptatiolemnpoiA inicipolaltion. 'Jhe input pattern is sampled by an animy
of clsSpatial itterpolitiiii i. aiccviiplishcd ..i a irici inti1olation rrid of cells eh one weighting the
sanmpled values %kith a -,inc shraped rcccptis, field (:liowit in the 1o~cr wiwel) Temporal interpolation is obtained
b) iltcrng s% th an iippiip iniaw lov pi,! i I-m rd pa~s' !itcr tAK h of tific in put channiels (its imtpulse response
is shown in the uipper inset) lhiii a scrt'> ot diski c I framnes of a nis mU patteru caii be interpolated (see
T'hcorcmn I in Appendix ?) into a continuous tcnipoi:fl funiction in ucich of the channels. The spatial input
distribution outlined here repreenit an iltiniS :l iv a, seecn hN centre-surround jiatglioti cells (h) *Me spatial
interpolation process in Fourier sipace lnteioltm 1S cqLiilCot to flileng Out the Wie lobes onginatcd by
the sampling process I enipovral inicrpulaiior c~on bue intoipteiu in a sidiar waN. Fromt Fahlc and Poggio

would of course operate succeshilly for contIiUntS rnsmcnt of a pattern).

Fig. 8b shows the Fourier itiltrprelaltiotto the ,patial ijterptilatioi process (interpolation in time

can be interpreted in a similair way). lhc effect of stniiphntg is to replicate the original spectrum in an

infinite numbcr of side lobes. Spaitial inlcrpol.iltofl i e. rcconstnictiotl of the original function from

its samples - is accomplished by filtering 01,1 all side 1(1bcs but dhe central oneC - which is the original

spectrum.

This model is probahl) the simplest con(civablc schemne. In it, interpolation in space and time are
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performed independently, since the temporal dependence of the input is not constrained in any way.

We now consider the conditions under which this scheme can be effective.

3.1.2 Remarks on Interpolation

Beforc embarking on an analysis of various interpolation schemes, it is appropriatc to make a few

general poi,ts which arise from the discussion so far.

First, the process of'computing internediate values from samples does not depend on the existence

of a finer retinotopic grid of "cells", where the results are represented. All filteiing transformations

indicated if, Fig. 8 could be carried out at a rather symbolic level for only a few distinguished points.

Thus, it is important to keep separate the problem of a process from the problem of representing its

output. This paper is directly concerned only with the first issue.

Second. he goal of the interpolation process may be far more modest than a full reconstruction of

!he input distribution. As suggested by Crick et a]. (1980). the aim of interpolating the ganglion cells'

activity is to provide the position of the zero-cmossings (where activity switches from the on centre

to the off centre cells) with high accuracy, This can be achieved by using very simple interpolation

functions such as a normal centre-surround receptive field (Marr et al., 1980).

3.1.3 More Complex Interpolation Schemes are Required

The scheme of Fig. 8 can provide a correct reconstruction of a spatiotemporal input sampled at

intervals A (in space) and Ar (in time) only when the input function is bandlimited in spatial (by

f') and tcntporal (by f ) frequencies in such a way that AC ! 1/2f' and A- _ 1/2f' (theorem I in

Appendix 2). 'ihe image which reaches the retina is indeed bandlimited in spatial frequencies to less

than about 60 cycles per degree by the diffraction limited optics of the eye. Furthennore, a temporal

cutoff is imposed at the level of the photoreceptors by their limited temporal resolution. The scheme

of Fig. 8 can therefore correctly reconstruct an image sampled at intervals of less than 30" in space

(for the 2-1) case see Crick et al.. 1980). Temporal samples of the photoreceptor activity could be

interpolated under sinmlar conditions (though regular temporal sampling in our Nisual system is highly

implausible).



PNN 19 SPATIOTEMPORAL INTERPOLATION

Since ie spacing of the photoreceptors is almost exactly matched to the eye's optics, interpolation

in normal vision - when the image is a continuous function of time and space - can be accounted

for by simple schemes like that of Fig. 8. In particular, such models could account for the vernier

acuity measured with real continuous motion of the retinal image. When, however, motion of an

object is simulated by presenting the image at discrete positions at separate instants, the conditions of

theorem I ;ire in general no longer satisfied. In our experiments we present to the eye an image which

is already sampled either in time (Westhcimer t. pc of stimulus) or space (Burr type of stimulus) or

both. We enforce arbitrary sampling intervals Az and Al on the system before the bandlimiting

operations of the eye's optics and ot the receptor kinetics come into play. Under these conditions

the input function g(X, t) is not ensured to be appropriately bandlimited before spatial or temporal

sampling occurs. The scheme (i t ig. 8 simould for inance perform poorly when the input function

is sampled in space at iiiter% als A.r significantlv coarser than the photoreceptor array. Burr's and our

data, however, show that under these conditions our visual system perfonns significantly better. We

are clearly forced therefore to consider other types of interpolation schemes.

3.2.1 The Spatiotemporal Spectrun of a Moving Vernier

Our analysis of alternative interpolation schemes begins with the description in frequency space of

the physical stimuli corresponding to Westheimer's and Burr's experimental situations. When a spatial

pattern g(z) moves continuously at constant speed, the resulting spatiotemporal distribution of excita-

tion on the retina has a simple representation in the Fourier space of temporal (fi) and spatial (f,)

frequencies. Its Fourier transfoml takes values only on the diagonal line shown in fig. 9a with a slope

equal to the velocity (see Appendix 2). For each spatial frequency contained in the pattern, there is

a unique temporal frequency corresponding to it. Curtailing the duration of motion (in our case to

T = 150msec) spreads the Fourier transfbnn ocr a large area of temporal and spatial frequencies.

changing the narrow line into a wider area. The spread (along the ft axis) is the same for all our data.

Thus tie line supports shown in fig. 9 must he interpreted as being spread along A as a sinc function.

For T = 150moce the width of the spread is about 14 liz for the central lobe of tie sinc function and
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28 Hz for thc central lobe plus the first negative side lobe on both sides. The retinal stimulus elicited

by continuous motion of a vernier at constant velocity can be described in this way (see Appcndix 2).

The upper and the lower segment have the same line support on the f - fI plane. 'Ilicir Fourier

transforms differ at all frequencies only by a phase factor which mirrors the spatial offset. Tecorrect

detection of this information underlies positional acuity.
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Figure 9. Legend

a) flie support on the ft - plane of the Fourier spcctram associated with contitlOoU,, mo0ton

of a vernier (see inset) at constant velocity -v. Ihe slope of the line is v. g(f,, ft) Cqo.ils g(fh)

on that line. Curtailing the duration of motion to T - 150 msec., spreads the line into a bal-like

support, corresponding to a sinc function. b) The support of the Fourier spectrum ,;isociated "ith

Westheimcr's type of experiment. The inset indicates that displaying the vernier strobo pit ,1 ait a

sequence oif imcs with an interval bt is equivalent to "looking" at the continuou,, motion of it vernier

through a series of temporal "slits". This has the effect of replicating the spectrumn of fig. ', aong

the ft axis in an infinite number of side lobes. 'he distance of the lobes on fi is l/6t. IMhe line

encounters the f, axis at 1/v • At - l/Az (if Ax = V'. the distance of the side lobes on fl is

00 csclc/dcg). Notice that for any A. each lobe supports the same complex Fourier spctrtto (fr).

L) 'he support of the Fourier spectrum associated %ith Burr's t pe of .xpcrmen. I)t,,plaing the

line s.gments of a vernier in the satoe position but %ith a slight delam is equiN alent to looking at the

continuous motion of a vernier through the spatial window depicted iii the inset (transparent slits in

an otherwise opaque screen.) This corresponds to replicating the spectrum of fig.Sa along the f, axis.

'he distance of the lobes is I/Az. where Ax is the interval between successixc slits in the spatial

window. At a given f. the Fourier spectrum 9(f.) of diffiorent lobes is in general different. d) lie

support of the Fourier pectrum associated with the compensation experiment is the same its in fig.c.

lhc different window corresponding to this sumulus (see inset) corresponds. ho% ever. to a different

complex Fourier spectrum (see Appendix 2). Front Fahle and Poggio(1981).
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tFig. 9 Suiltillari/cs tlie dc.,( fIpi 1(WIt 11 01C 1'1 k I)A InttilnJU L011hZI~f.!IIIIS uscd in this paper

according i001 the 1101 deixttit 1tIICd h I .i&l & ligI(I' )\ ehtiereprmn~lsituation

is eqtui%.lciit to lookitll at the 0iimin, moni ofi Nci net through a sicrie of equidistant nI.Irro%

temnporal slits \ ithin \kich the, p.1te it ctl" \1ib IC (se': ig.9b). luirrs experimental situationl

ideallyv corresponds to acItr n i 1h:Iltl I sp.11al kkindonk "sith a series of equidistant narrow

slits (see fig.7c). [hle wpatialmjorAl JA:n~% t~ilc, t ditcrentl\ the periflof the retinlal iniput.

As indicated inii il. '), inl tlc Wi~~ Friio ti the unpfcs spatlial spectruml of dic pattern.

s\.hich contains aniplitud%: and phit Iii)( 11n1 iaio, is (rplicteod an infinite, nunmber of times along the

temporal frequenc axis, s\hcjcas in [lie lit, r case the same spectrumn is replicated along the spatial

frecquICnC axis. Anl 111Kimportan obSeration is thlit inl tiill.h WeVstimen1r Stilu1s) all lobhcs at any

gien f, support exactlv the: smlke cinpi.'.1 Ip~ hi .is is not so in fig. 7c ( llrr stiluhs), \Ahcre,

instead. all lobes have the,, samo fi at an\ Qikcn fl, We re-emipho,,i/e thait fig. 9 dcscribes thle physical

properties oftile different stimuli \,\ithout zin\ reference to the humian visual system.

3.2.2 (omputdonal Aspects of Interpolatiom:Ilhe Constant Velocity Assumption

More effectivc interpolation scemies are feasible if general constraints about the nature oif the visual

input arc incorporated directly inl the comptation. Thie key observation herc is that thic tcnmporal

dependence of the viSual input is usuall\ dute to nioxenent of rigid objects, and that inl everyday life

motion has a nearly constant velocity over thle timeIs and distances which arc relevant to the interpola-

tion process (T < l00insec and x < V~). The constaya ielocizt', assumption leads to a more specific

form of the sampling theorem. gixen in Appendix 2 (sec also Crick et at.. 1980), which states formally

what is intuitively clear: the spat iotempoi al sampling rate canl become very low without losing infor-

mation. Interpolation schemes based onl the constant velocity assumption exploit the equivalence of

the time and space variable (z Fz v1.). From the point of view o~f filtering this means that spatial

and temporal interpolation cannot be performed independently as in the simple scheme of Fig. 8. In

the Fourier domain the constant velocity assumption constrains the spectrum of the visual input to

lie on the line support shown inl Fig. 9a. In the ideal case of infinitely long motion the side lobes
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generated by sampling eithu in time (Fig. 9b) or space (Fig 9c) can always he excluded by means

of appiopriate filters, if the precise value of v is known (e.g. by measurements). Tie recovery of

the original spectrum (Fig. 9a) corresponds to an ideal interpolation for arbitrarily large sampling

intervals (ifv is known and different from zero). In the realistic case of finite duration of notim, finite

sampling interxals are enforced by the spread of the Fourier spectrum into a larger area. but the same

basic arguments still apply.

3.2.3 Implementiiig the constant velocity scheme

An interpolation scheme of this type could be implemented simply by measuring the exact \elocity

of movement and then reconstructing the spatiotemporal trajectory of the pattern for either temporal

or spatia information. Another, more attractive possibility is suggested h\ the idea. supported by

much ps.choph5 sicl e\idence, that in the human isual system there exist sescial channels at each

eccenticit, , i.e. se.cra sets of receptive fields tuned to different spatial sies and , olh different

tempol'i plopertie. W e imagine, following Burr (1979h) that these channels have soiievhat everlap-

ping supports covering the region of the (f, -- ft) Fourier plane Mhich corresponds tu the sensitive

range of the \isual system. "Stasis" channels are tuned to high spatial frequencies (small receptive

fields) and low temporal frequencies (sustained properties): "motion" channels are tuned to low spa-

tial frequencies (large receptive fields) and high temporal frequencies (transient properties). I'lus,

each channel is tuned to a different range of velocities, centred on the ratio beteen the optimal

temporal and spatial fr(.quencies characteristic for the channel: stasis channels for instince are tuned

to lo, Nelocities whereas motion channels are tuned to high velocities. Fig.lOb shows a set of ideal-

ized " elocit\ channels" of this type. Since each channel has its own cutoff in temporal and spatial

frequency, interpolation may be performed independently and with different characteristics within

each channe1. In the Burr type of experiment stasis channels could correctly interpolate only patterns

displayed at small separations and low velocities, whereas motion channels could be cffectiv e (hut not

so accurate) at large separations and high velocities by filtering ou the side lobes arising from the

coarse spatial sampling. The complementary argument applies for coarse time samphing. As in 1,ated

_ _,-
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in Fig. 10b the stals channels may suffer from aliasing at values of Az for which the motion channels

interpolate correctly. We assume, then. that in this scheme the wrong channels are switched off by use

of hclocity in formation.

1ig. 10c shows a morc redistic interpolation scheme of the same basic typc. Instead of many

channels, cach one sharply tuned to velocity and inactivated when the pattern does not move at its

characteristic velocity,.therc are a few channels coarsely tuned to velocity and without any precise

\Clocit. scositik in actkiation. ,part from directional sclccti\c properties.

In the light of this anah sis we turn now to a detailed discussion of our experiments. Our main

question concerns ol course which type ('(1interpolation scheme is actually used by our visual system.

4.1 N\ csthinier's Actil.y: Recoicri of Spatial Offset

a) In Fourier terms, the aim of tile interpolation process is to filter out the side lobes, preserving only

the central lobe, as the latter represents the Fourier spectrum of a continuousl) moving bar.

When both the time intcr~al At hctween prcsentations and ti, velocity v are small, intcrlacivi

of the side lobes in the Fourier spectrum is negligible. lemporal low pass properties of the visual

pathway, as in the model of fig. 10a. suffice for eliminating the side lobes and thus achic\e a correct

interpolation. When At is large. howecr, interlacing is considerable in the sense that. even for the

scheme of fig 10c. there are one or more channels which mix the main lobe with at least one of the

side lobes. Because of the spread associated with the short duration of the motion sequence, actual

overlap between the lobes can be significant. It turns out. however, that this does not represent a

problem from the point of view of the spatial acuity measured in our experiments. At each f, the

complex Fourier spectrum on all side lobes is exactly the same. Thus, the spatial spectrum is correct

irrespectively of the temporal frequency and independently of the number of side lobes contained

in the support of the interpolation filters. At large Az and high v, the presence of the side lobes

turns out to be even beneficial for vernier acuity; under these conditions high frequency channels,
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Figure 10. (a) The support on the Fourier plane of spatial and temporal frequencies of an interp~olation
filter ccirreslionding to a scheme suest as Fit.6 (b) ie suppiort on the Founier plan of a set of spatiotemporal
filters ide.Ml3 tuned to different velocities. A large number is needed to cover all %ejocilies of interest T'he
fltecrs are assumed to be direction selective, since thev rinl operate in the Founier quadrants corresponding
to positive vt= fi/f 1 in 9(.r + 0t), A spatial pattern moving at constant vclocit. and sampled at spatial
intervals d r has on this plane thc support shown by fig 9c To avoid aliasing. the low velocity filters can
be "switched off" by infor;Mtion about the velocity of the motion (c) A more realistic set of fitters, broadlv
tuned to dillerent velocities. [he stasis channel is tuned to low temporal and high spatial frequencies and
thus to low velocities. Thc motion channel s tuned to high temporal and low spatial frequencies and thus
io hich velouries Intermediate channels (not shown here) may also be present- The hatched areas represent
the support of such dirctiional filters. Nondirectional filters would have also a symmetric support in the other
two quadrants From Fahle and Poggio (1981).

which woold not be stimulated by continuous motion. can obtain the correct spatial information from

the side lobes, which arc an artcfact of the discrete time presentations. On the whole, and in the

absence ol'a sophisticated interpolation process that always excludes all side lobes (such as the scheme

of fig. 10b), one expects vernicr acuity to be rather invariant for a wide range of separations and

velocities. Our data conform well to these expectations. Notice that the presence of side lobes at high

velocities and large separations corresponds to the perception not of a moving bar but of a briefly
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illuminated stationary grating - which carries howcvcr the correct spatial information. In this sense

at large Ar and high v interpolation fails to retrieve the "correct" spatiotemporal pattern, but stll

preserves spatial acuity (escn t extremely high speeds).

b) Vic qualitative interpretation of our data in usual space-time variables is straightforward. Spatial

interpolation, for instance by appropriate receptivc fields, takes place correctly for each frame (i.e. for

each station ) evcn w hen tempoial ini..rpokition fails. Since our forced choice task measures (Jnly spa-

tial acuity, performance is in this case independent of tie interpolation of the temporal dependence of

the visual input.

c) These results suggest that spauoieinporal interpolation is not performed by the 'ideal- interpola-

tion scheme of Fig. 10b. For iemporal aspects should then be retrieved correctly at all At, while

acufity for high \ elocities should be exactl\ as had as for continuous motion. The one channel scheme

of Fig. 10a could explain these data on positional acuity: but as pointed out by Burr ( 1979b. 1980) the

image should then be ine\ itably smeared at all but very low velocities.

4.2 Burr's Acuity: Interpolation of Tnporal Offset

a) In Burr's experiment the situation is quite different. For any given L the side lobes contain

different parts of the original spectrum. l'hus when more side lobes lie in the support of the same

channel (in fig.10a or fig.10c) there is a mixture of spatial frequencies. detrimental to acuity. One

understands, therefore, that acuity deteriorates considerably (see fig. 2) with increasing overlap among

the side lobes (large separations between the stations). At any given (large) separation, low velocities

bring about a considerable overlap between the side lobes. ligher velocities reduce the degree of

overlap at the cxpense of high spatial frequency information, which is filtered out by the temporal

cutoffis) of the visual pathway (between 20 and 50 Hz. see for instance Kelly, 1979). Thus one

expects to find for each separation Ax, an optimal velocity at which the side lobes just avoid overlap.

Assuming a spread of z 1511z the optimal velocity (in degree/sec) should be v = 30 • Ax (AX in

degrees), which is in rough agreement with the data of fig. 5b. When the velocity approaches zero the

line supports in fig. 10c all tend to lie on the f, axis (notice that, because of the finite presentation time
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T. the supports effectively overlap). In this situation information about the offset cannot be retrieved.

In the limit of very high velocity the set of lobes approaches the line spectrim ofa stationary grating

with no offset. Notice that we assume for the scheme of fig 10c that the vernier threshold is higher

when some of the channels signal zero offset while the others still "see" thc correct offset.

h) Wheii the temporal component of the filters fails to interpolate bctween temporal frames motion

is percci% ed as discontinuous. As a consequence the spatial interpolation process correctly signals /Oro

spatial offset for each frame. 111c critical strobe interval which yields optimal temporal interpolation

is not very different between the channels (see Fig. 5a). Though its pertbrmance may worsen at

high velocities, as for the continuous motion, it should be rather invariant with respect to Alx, the

separation between the stauons. Fig. 5a shows that this does not happen. [he opposite conclusion

holds for the scheme of Fig. 10a. Its performance should deteriorate rapidly Ibr separations Ax

between the stations larger than the distance between photoreceptors, which is in conflict with Burr's

and our dta. An interpolation scheme of the type of Fig. l0c seems consistent with these results:

while smali, slow "receptive fields" would be tnable to interpolate correctly at large separations (Ar

large), fast receptive fields could perform a correct interpolation, if the velocity is appropriate.

The fact that spatial acuity is extremely good at separations up to 2.5' suggests that the interpolation

channels are direction selective.

4.3 Effect of Blur

a) The interpolation scheme outlined in fig.l0c makes a rather strong prediction about the effect

of blur. In the Westheimer case blur can only degrade vernier acuity, since it eliminates the high

frequency channels. Blur of the Burr stimulus, however, should imprmve acuity at least at large separa-

tions and high velocities, since it eliminates side lobes which signal the absence of an offset . Our data

are fully cnsistent with this expectation. A more perceptual but equivalent description of the effect

of blur is this. At high velocites and large separations there is a strong sensation of a grating of thin,

unbroken lines - corresponding to the side lobes seen by visual mechanisms tuned to low temporal

and high spatial frequencies - and a weak impression of a single moving target with a clc ;r offset
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- corresponding to the main lobe seen by mechanisms tuned to lower spatial and higher temporal

frequencies. This ambiguity is removed, as already noticed by Burr (1979), by the blur of the screen,

which suppresses the high frequency grating.

b) In other terms, blur eliminates the contribution of the small receptive fields which arc unable

to interpolate correctly at large separations and therefore signal zero offset. [he large receptive fields,

however, remain largely unaffected by blur.

c) [he effectiveness of blur in improving vernier acuity at large Ax shows that our visual system

does not normally have the intrinsic possibility of switching off the wrong channels as assumed in the

scheme of Fig. 10b.

4.4 Spatial vs. Temporal Compensation

a) This stimulus situation corresponds to looking at the continuous motion of a vernier through the

spatial window shown in the inset of fig. 9d. The resulting Fourier support, is again as in fig. 9c:

here. however. the main lobe signals no offset, corresponding to precise spatiotemporal compensa-

tion, whereas the other lobes all signal the spatial offset between the upper and lower grating of

the window. In other words, exact compensation between space and time is realized only in the

main, correct lobe. Thus, the spatial offset should dominate as soon as the side lobes are "seen"

by some of the channels of fig. l0c. This is increasingly so for larger separations Ax between the

stations. Correspondingly, the perception of the stationary grating carrying spatial offset information

(the broken slits in the window of fig. 9d) is expected to dominate at large separations and velocities.

Again our data are consistent with these expectations. Even at relatively small separations between

the stations (see fig. 7) the system does not achieve a perfect interpolation - that is, removal of all

side lobes, Only in this case would the temporal offset exactly cancel the spatial offset. As expected,

blur improves compensation, since it helps to remove the "wrong" side lobes, which carry information

only about the spatial offset.

b) This experiment combines Burr and Westheimer stimuli. Since spatial interpolation always

retrieves the spatial offset, this dominates for all cases in which the temporal component of interpola-
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tion is not fully correct.

5. Discussion

'ro summarizc, the psychophysical experiments reported here suggest that spatiotcnporal interpola-

tion in the visual system, remarkable though it is, is far from being perfect and flawless. Ideal

interpolation is equivalent to filtering out the side lobes in the Fourier spectrum arising from the

discrete presentations. The task is easy at snall separations but requires in principle complex filters for

large separations (see Crick et al., 1980). As our data suggest, our visual systems do not seem to use

a very sophisticated spatiotemporal interpolation process. The side lobes arc not effectively filtered

out under all conditions. Spatiotemporal interpolation, then, can be considered as a direct conse-

quencc of the spatial and temporal properties of early vision, in terms of an interpolation scheme of

the type of fig.10c. The existence of independent channels tuned to different spatial and temporal

frequencies seems to account for the spatiotemporal interpolation revealed by our experiments. A

detailed theoretical analysis with the help of appropriate computer experiments is necessary for a

quantitative evaluation of interpolation models of this type.

5.1 Explicit or implicit interpolation?

Interpolation can be regarded as a spatiotemporal filtering of the input transmitted from the retina.

This is the point of view taken in this paper. We cannot advance any hypothesis as to where this

filtering stage may be localized in the brain on the basis of our psychophysical data alone. Throughout

this paper we have used the term "interpolation" without necessarily implying a direct reconstruction

of the pattern of visual activity, say its zero-crossing profile in the various channels, somewhere in the

visual pathway. Clearly, hyperacuity may simply rely on a specialized routine operating on a small

region of the image to answer specific questions, like the right-left choice in a vernier task. Thus

the interpolation scheme suggested by our data may be implemented as an "implicit interpolation",

that is. as a computational process involving manipulation of symbolic quantities: or it may depend

on an "explicit reconstruction" of a (coded) version of the array of photoreceptor activity on a fine

retinotopic grid of neurons. These extreme possibilities - and all in between - can be implemented in a
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variety of ways. For instance, activity may be reconstructed automatically on the fine topographic grid

of layer lVcO3 by an automatic, parallel process.

On the other hand, a specific, more symbolic process could read the output of retinal ganglion cells

and perform the correct interpolation for any desired position and time. In this case interpolation

would be implicit and mixed with the decision process itself.

In the first case. the decision routine (is the upper segment to the right or to the left?) would

operate on an interpolated version of the image. Thus, "reprogramming" of the vernier routine may

not be expected to affect the interpolation process but only the detection criteria, contrary to the

second case. in which different detection strategies may influence interpolation.

5.2 Arc the Psychophysical Channels the Interpolation Filters?

Our data support interpolation schemes of the type outlined in Fig. l0c. They say, however, neither

how many independent channels are needed, nor what are exactly their spatiotemporal properties.

Our results seem consistent with standard characterizations of their spatial and temporal properties

(Campbell and Robson, 1968: Burr, 1979b; see also Marr et al., 1980; Wilson and Gieze, 1977, Wilson

and Bergen, 1979).

These observations suggest the interesting idea that the spatial frequency tuned channels present

in early human vision may be the interpolation filters themselves. To be completely explicit let us

consider simple examples of how an interpolation scheme such as Fig. 10c might be implemented

in the visual system. The first possibility is that the image is filtered before interpolation through

various independent channels. Retinal or LGN ganglion cells of different sizes could represent the

image filtered at different resolutions. Later in the visual pathway each of these representations would

be independently interpolated on a finer cortical grid of cells with a receptive field very similar to

the corresponding LGN cells. Another possibility is that only two of the channels are present at the

precortical level (e.g. X and Y) and that the measured psychophysical channels represent interpolation

filters operating on their X and Y input at the cortical level. In this second case one would expect only

two sizes of receptive fields - at each eccentricity - in the retina and LGN but a scatter of sizes in the
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cortex (possibly in Vc). Thus the same retinal channel may be interpolated in two different ways, by

small cortical receptive fields and by large ones, the first reconstructing the high frequency content

of the retinal channel and the second emphasizing its coarser details. Notice that as a consequence

cortical (interpolation) channels may have a narrower bandwidth than retinal ones.

5.3 A prediction: interpolation must be direction selective

An explicit interpolation scheme of this type consists of a set of motion channels with direction selec-

tive properties, in the sense that the spatiotemporal interpolation filter thereby implemented must

depend (in one dimension) on the sign of v (see appendix of Fahle and Poggio, 1981). As a conse-

quence the interpolation channels should have some type of direction selective property: furtierore,

cells of layer Vc -if they are involved at all - should show, despite their center-surround receptive

field. some non-standard direction selective property.

6. Interpolation in the perifoveal isual field: does aliasing occur?

In the perifoveal retina, the spacing of the ganglion cells increases, as Barlow pointed out. whereas

the optical cut-off remains approximately the same (for instance at 10T eccentricity: see Weale, 1976).

The grid of ganglion cells is, however, matched to the spatial cut-off of the signal thereby represented:

in the cat, Peichl and Wassle (1979) have shown that receptive field diameter and ganglion cell separa-

tion both increase towards the periphery so that sampling in the array of ganglion cells takes place at

the interval appropriate to the cut-off frequency passed by the larger receptive fields. Thus, the grid of

ganglion cells is likely to satisfy the sampling theorem (see Hughes, 1981).

A more serious, and so far unsolved, problem is whether in the perifoveal visual field the signal

represented by the ganglion cells suffers from aliasing, i.e., undersampling, at the level of the

photoreceptors. If only cones are involved, aliasing seems unavoidable for eccentricities larger than

about 5 -- 10. The classical sampling theorem requires that the signal is lowpass filtered before

sampling in order to avoid overlap of the sidelobes in the Fourier spectrum (i.e., aliasing). I owpass
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filtering after sampling cannot always avoid aliasing.

It is easy to show that ideal lowpass filtering after sampling eliminates overlap of the sidelobes

only up to sampling intervals that are twice the limit set by the sampling theorem.2 Preliminary com-

puter experiments support these conclusions for the approximately lowpass filtering performed by a

ccnter-surround receptive field: in this case, however, effectiveness of lowpass filtering decreases more

gradually with increasing sampling intervals..

This scheme is somewhat supported by Poliak's data showing that visual acuity threshold increase

with eccentricity more than the separation between cones. Convergence of cones on X ganglion cells

is therefore likely to increase with eccentricity.

If aliasing cannot be fully avoided, hypcracuity threshold must rise faster with eccentricity than

visual resolution thresholds, a result which has been recently established by Westhcimer (1982). If the

reason for this were indeed aliasing. blur of the vernier pattern should improve vernier acuity in the

periphery, at least in the absence of noise. Blur of the pattern corresponds to lowpass filtering of the

signal before sampling, as required by the sampling theorem. Preliminary experiments performed to

test this prediction indicate, however, that blur may improve hyperacuity only slightly, if at all (Fahle

and Poggio, 1981; Westheimer, pers. comm.; Fahle, pers. comm.).

A possible explanation for this small effect arises, if input from rods (in addition to cones) is also

allowed. Aliasing in the periphery could then be largely avoided at all eccentricities by lowpass

filtering the image before sampling, by pooling together inputs from all neighboring photoreceptors-

rods and cones-via either gap junctions or synaptic coupling in second order neurons. If this predic-

tion were correct, the decrease of vernier acuity with eccentricity would not depend on aliasing but

would simply be a graded phenomenon due to the increasing spacing (in terms of visual angle) of

the cortical grid and on a decreasing signal to noise ratio (because of the decreasing density of cells).

The ineffectiveness of blur is consistent with this scheme. A critical test of this hypothesis may be

2'his is achieved at the expense of a much more extensive lo= of high Watial frequencies hm in the ame of iowpau
filtering before sampling. Localization of an isolated feature like a zero-crossing is. however, ather unaffected by low
of high spatial frequencies. in the ideal ae of muall noise level.

III III l l I I ... .. .. I I I • , -... .
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obtained by measuring vernier acuity in the periphery under different conditions of light adaptation.

An important corollary of this prediction is that the space constant of the electical coupling should

increase proportionally to cone spacing from the fovea to the periphery (die rod netmork may have

interesting spatiotemporal properties (see Detwiler ct al., 1978), possibly useful for moving patterns).

Several morphological studies have demonstrated apparent connections between cones as weil as be-

twecn rods and cones in the vertebrate retina (see for instance Raviola and Gilula, 1975). Nelson

(1977) has provided physiological evidence for the cat that cones have inputs from rods, probably

mediated by the rod-cone gap junctions. The above conjecture would explain why coupling of this

type is needed already at the level of the photoreceptors, whereas improvement of signal-io-noise

ratio could be achieved in a simpler way with convergence of signals at a later level in the retina.

6.1 Significance for information processing and machine vision

There are various methods for reconstructing the original signal at high resolution by inter)olating

values mcasured at widely spaced intervals. The best known approach to this problem is based on

the Shannon samoling theorem and on it various extensions. For static images interpolation of this

type can provide a resolution much higher than the original sampling grid. Since in our framework

the position of zero-crossings (and not the grey level values) is important. Hildreth and Poggio have

examined ihe problem of interpolating the values of the V2 G convolution in order to obtain precisely

the location of zero-crossings. Analytical arguments, supported by computer experiments, have shown

that the position of a zero-crossing can be interpolated precisely in terms of very simple interpolation

functions. even by linear interpolation. For time-varying images the situation is more complicated. In

the classical sampling theorem, interpolations in space and time are performed independently, since

the temporal dependence of the input is not constrained in any way. Interpolation algorithms based

on the constant velocity assumption discussed earlier could achieve higher spatio-temporal resolution

for objects in motion, as long as the constant velocity assumption is not grossly incorrect, despite

low spatial and temporal sampling rates. Positional acuity for the image features, e.g., the zero-

crossings, although desirable, is not the only goal of this spatiotemporal interpolation stage. A filter
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that correctly interpolates the sampled image automatically avoids any defect in the representation of

the image since it reconstructs the "original" input. It avoids in particular motion smear; and it "fills

in" eventual gaps either in space or time, where or when the sampled input is missing. Real time

vision machines may well need such an it ".rpolation stage and it will be interesting to see the form

and the performance of a computer implementation. In particular, the "gap junction" scheme for

avoiding aliasing with sparse sampling intervals may be usefully implemented in future CCD devices.

Acknowledgcments. We are grateful to E. Grimson for reading the paper, to G. Wcinraub for drawing

the figures and to P. Rogers for her help with the manuscript.

I ..



PNN 36 SPATIOTEMPORAL INTERPOLATION

Appendix la

Logan's results apply to B .(X) functions, i.e., the restrictions to the real line of entire functions

of exponential type X whose growth (on (R)) is less than exponential. In particular, they apply to pe-

riodic functions with the exception of theorem 4 (Logan. 1977), which can be specialized to periodic

functions (Logan. personal communication). If we restrict ourselves to trigonometric polynomials, it is

possible to illustrate I.ogan's results in a simple way. It should be stressed, however, that trigonometric

polynomials are a very special case and in general erroneous inferences can be made from their

special properties. With this "caveat" in mind, let us consider the real band limited function

Nh t ) = , Ce'"t C.,=¢ ,
-N

hich can bc extended to the complex plaile as

N

-N
h(z) is for instance bandpass with one octav banwdhi

C, =- 0 In1 < N

The complex free zeros ofh(z) are the complex zeros of h(z) in common with its Hilbert transform

h(z) where

N
A(E) - . = -i aign(n)C. (2)

-de e

Let us define, given h(s)
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NP(z) = . '

-(A+i)

N(z)= c.ei" (3)

where A is the low-frequency boundary of the spectrum ofh(z) (assumed in the following bandpass).

Then the free zeros of h(z) are completely characterized by the following three equivalent formula-

tions:

The free zeros of h(z) are such z*"

P(z) -0 N(z ) =0 (a)

h(') =o P(z) =o (b)

P(z) =0 P()=0 (c)

Observe that if z is a zero, I is also a zero of (z); and if z is a zero, z + 2kT k an integer, is also a

zero.

The coefficients C. of h(z) may be determined by the 2N roots of h(z) as the solutions of the

system of 2N equations

N
• _ C~c'" =' =0IVN

Ci
neivul =

I l i i f il i , I I I I I Il ,, ,, -IV



PNN 38 SPATIOTEMPORAL INTERPOLATION

N

E C"Ci2N =0 (4)
-N

Let us now rewrite

Nh(z) = EcN ir'
-N

as

h( f) g,, N  (5)

with

C ez , gn = C.-N, Riz] = 10, .], N =:2M

Thus the nontrivial zeros of h(z) coincide with the zeros of IN gnfl, that is, a polynomial of

order 2N. If the 2N roots C would be known, it would be possible to write 2N equations in the

2N + I real unknowns (C,,):

2N

0

2N

-, . . .N 0 (6)

-- l i , , , i , " ' ' " ' ' .. I I~ l . . . II I I 1 
=
. . . .
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with

Since the determinant of the roots is a Vandermonde determinant, it always has maximum rank if

the roots arc distinct. The question is under which conditions the real roots alone determine, apart

from a multiplicative constant, the set of C,, i.e. h(z). Clearly, multiple zeros, in particular multiple

real zeros, cannot be allowed. Observe that if more than 2N real zero-crossings would be available (in

a basic period) then h = 0.

Under the bandpass condition (Cn = 0 for n < A) there are at least 2A real zero-crossings per

period. The real unknowns are 2b, b = N - A. that is the number of non-zero C,, between N and

A. counted twice because they are complex numbers. A sufficient condition to ensure that there are

enough zero-crossings, and thus equations; is A = M = JL, i.e., Cn (for n > 0) all non-zero in [M,

2M]. Notice that [M, 2M] i.e.. one octave bandwidth would not be sufficient: in this case thet * would

be at least 2M real roots but 2(M + 1) unknowns Cn. The matrix associated to the homogeneous

equation in the "roots"

Se-i2MIJ e-ilA+l)t, ei(A+l)tl Ci 2 M t

Ce
- 24 t 2M  

... ... ..

has rank at most 2M - I (since there exists C,, such that E C,,e inz vanishes identically for z -

t,...- ) and this would just not suffice to specify the C,, modulus a multiplicative constant.

Although the less-than-1 octave condition is sufficient to ensure enough zero crossings, it is by no

means necessary. In fact, there are classes of bandpass signals with a larger bandwidth and still enough I
zero-crossings.

In any case, even when there is a sufficient number of zero-crossings, the question still remains
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of whethcr the determinant of the matrix of the "roots" jehl*tzj has maximum rank (2M - 1) and

therefore the C,, can be determined (modulus a multiplicative constant). If the rank is less than

2M - I then the C,, are not uniquely determined and as a consequence h(z) is not determined by its

real roots. Logan (1977 and personal communication) has proved that

a) if a free zero exists then h(z) is not uniquely determined by its real roots and

b) if there are no free zeros, h(z), provided its bandwidth is appropriate, is determined, modulus a

multiplicative constant, by its real zero-crossings.

/ In the following, we will outline Logan's main theorems for the case of trigonometric polynomials.

Sieorem I

lfh(z) has I or more free zeros, the rank r of the determinant of the roots is r < 2M - 1.

Proof

h(t) can be written as

h(t) = P(t) + N(t)

M-I U-1!

= e-2A t{ E gnmn,) + e(AM±+,I){ E p'nin} (8)
0 0

M-) M-I

= e ^"2Af I H (e - e) + ei(M+ 0 + H ( --' )

Ifc is a free zero of h(i) then we can divide h(t) by the real function

fit) = (eit - i L) ! 'V= sin L A sin- t - in.

2 2 2 2

(9)

with A real.

'The resulting h is still a periodic bandpass function of the form
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-M 2M

-=E S,~ei" + seit(10)f(t) = _hf M

and actually of reduced bandwidth. Multiplication of h3 by any arbitrary [a - cos(t - 0)], a > I

which can be always written as Cain L-? sin Y , provides a periodic bandpass function with the

same bandwidth as the original h(t) but different from it despite the same real zeros. Notice that if e is

not a free zero, will no longer be a periodic bandpass function. This means that the determinant

associated with the homogeneous equation 7 has at most rank r = 2M - 2.

Theorem 2

If h(t) has no multiple and no free zeros the rank of the determinant of the real "roots" is r

2M- 1.

Proof

Clearly r cannot be r > 2M - 1. Ifh, and h2 have the same bandwidth and the same real zeros,

then

2M-1

0

2M-1

ih2 - Ajh2= E P.cO'' (12)
0

as it is easy to check by substitution of equation (2). If the real zeros are 2M in number and distinct,

the Vandermonde determinant associated to the real roots of equation 12 is different from zero; thus.

the unknowns g, are Identically zero. The same argument implies that all P. are also identically zero.

Thus, L - MY).
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Now M(t) is any function with the same zeros (real and complex) of hi. But h, is a bandlimitcd

function hi(t) = L-2MM Ceit which is uniquely determined (apart from a multiplicative constant)

by its 4M real and complex zeros. Thus h, and h2 must coincide identically and the theorem follows.

The theorem can be generalized allowing for real zeros.

Finally, a short remark about the multiple and free zero condition. It is rather intuitive that mul-

tiple and free zeros arc not generic; assume, for instance, that the polynomial E N N Ce I has a

free zero. It is enough to perturb one of the coefficients C, to annihilate the free zero. Similarly, if

the trigonometric polynomial is a sample function of a random process. the coefficients C,, would be

random numbers, as well as the zeros of the associated polynomial H-2 N(C - i,). Thc probability that

a zero is free (i.e. with j = p ei°, C, is free iffI ei is also a zero) is usually very low.

Appendix lb

Logan's result can be extended to the case of a two-dimensional entire function f(x, v) if it is

bandpass in x with a band-width strictly less than an octave and band-limited in V . In this case, the

restriction of f to a one-dimensional line 1, in the x, y plane parallel to the x axis will be bandpass

with less than an octave band-width. Provided the free-zero condition is met, L.ogan's theorem tells

us that the zeros of f along L4 determine f there up to a multiplicative constant. To determine f

everywhere up to a multiplicative constant, these parallel slices must be tied together.

The following lemma shows that Logan's theorem can be invoked for f restricted to a line o which

is not parallel to the X axis. 1 will intersect all slices L parallel to the x axis, so determining f up to a

multiplicative constant on 0 determines f up to the same constant along each of the slices 1,.

Lemma

If f(x, y) is ideally bandpass with band-width strictly less than an octave in x and band-limited in y

then there is an t > 0 such that f along all slices, / which make an angle 0 < e with the X axis, will

be bandpass with band-width less than an octave.
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Proof

The support of the Fourier transform of f is confined in w, to the intervals 11 - (-2a + 6, -a -

6) and 12 = (a + 6, 2a - 6) and in w. to the interval J = (-b, b) for some positive 6, a, and b.

Observe that the support of the Fourier transform of a slice I through f is confined to the projection

of the support of the Fourier transform of f onto the L4 axis. The rectangles 11 X J and 12 X J will

project into the intervals (-2a, a) and (a, 2a) on 1 provided that I makes a sufficiently small angle

with the z axis.

I I I Il I I II I Ij
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Appendix 2

We consider a one dimensional pattem g(z). Arbitrary, non rigid movement of this pattern produces

a spatiotemporal image 9(x, t). Rigid movement of the same pattern at constant speed gives an image

g(x, t) = g(x - vt). We state here the classical sampling theorem for the first case and an appropriate

modification of it for the second case.

' hcorem I (classical sampling theorem)

If a signal g(x, t) is bandlimited in spatial and temporal frequencies it can be recovered exactly by

independent interpolation in space and time of its sampled values, provided that the sampling separa-

tions A and A- are such that A < 1/2f and Ar < 1/2f' , where fc, and f' are the spatial and

temporal bandwidths.

I'corem 2 (Crick et al., 1981; Fahle & Poggio, 1981)

Assume that the spatiotemporal signal g(x, t) = g(x - vt). The function g can then be reconstructed

at the desired resolution from its spatial (temporal) samples. The required sampling density can be

decreased arbitrarily by knowledge of the velocity v. If only the sign of the velocity is available the

maximum sampling distance can be twice the classical limit for stationary patterns.

Comments

a) The proof of these results can be easily obtained from diagrams in the f, - ft Fourier plane (see

Fig. 9; Crick et al, 1981).

b) Thcorem I requires the function 9(z, t) to be bandlimited before sampling takes place, since

overlap of the frequency lobes as an effect of sampling usually leads to an irretrievable loss of infor-

mation. This condition is not needed in theorem 2. Overlap never occurs (for infinitely long motion)

even when the pattern f() is not bandlimited in spatial frequency. Any desired part of the original

spectrum can be recovered exactly (without aliasing) by an appropriate interpolation filter.

c) The spatiotcmporal filter implementing the interpolation depends on v. Assume, for instance, to
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endow an interpolation scheme with direction selective properties (i.e. to use information about the

sign of v): it can be shown that the new spatiotemporal filter is obtained by adding to the spatiotem-

poral impulse response its Hilbcrt transform with a sign controlled by the sign of v (in the case of

Fig.8 the Hilbert transform of the spatial point spread function is an odd function).

.1r
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